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Agenda

★ About CDT

★ Risks of Automated Decision Systems (ADSs)

★ Why transparency requirements are essential…

○ …backed by a clear, broad scope and effective enforcement without 
loopholes

○ The NYC Hiring ADS Law: A cautionary tale

★ Why the Colorado AI law is a step in the right direction

★ What changes are needed to ensure the law provides effective protection 
to consumers and workers



★ CDT is a nonprofit, nonpartisan 
organization founded in 1994

★ Mission is to advance civil rights and 
civil liberties in the Digital Age

★ Privacy & Data project focuses on 
centering the interests of consumers 
and workers in the face of a rapidly 
evolving environment for data-driven 
technologies through a mix of research 
and public policy advocacy

About CDT



Risks when using Automated Decision Systems (ADSs)
Overview

★ Violations of law

○ Discrimination

○ Disrupting right to organize

○ Privacy laws

★ Threats to health and safety (automated management; health care)

★ Manipulation of prices and wages

★ Serious validity, reliability, and efficacy problems
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Risks when using AI to make consequential decisions
How ADSs can lead to discrimination

★ Instead of identifying and measuring the things that matter, automated decision 
systems (ADSs) often measure:

○ Traits and characteristics that are typical, but not necessary or even important 
(resume screeners, financial services, housing)

○ Personality traits based on movements, vocal intonation, speech patterns, and 
other easily observable (but not necessarily relevant) characteristics (video 
interviews, facial recognition)

○ ??? (no one knows what goes into many of these systems)

★ Results can be affected by gender and cultural norms, disability, and other irrelevant 
and/or unlawful attributes



★ ADSs may not be provided in an accessible format, and consumers/workers may not be able 
to communicate with a person about format’s inaccessibility

★ Exacerbated by lack of transparency (more on this in a bit)

○ Often don’t know what companies are using ADSs, what those ADSs are measuring, or 
how they are measuring it

○ Makes it hard to detect when ADS make discriminatory decisions or to anticipate when 
accommodations are needed

○ In short, hard for consumers, workers, and regulators to know whether a given 
system is in use, much less whether it poses a risk of violating the law

Risks when using AI to make consequential decisions
How ADSs can lead to discrimination



Risks when using AI to make consequential decisions
How ADSs can lead to discrimination

• Healthcare 
algorithm impacting 
millions found to be 
racially biased

• Researcher access 
like this is a rarity 



Risks when using AI to make consequential decisions
Sometimes they just don’t work
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• Widely adopted AI 
sepsis prediction tool not 
as accurate as claimed

• Slightly more accurate 
than coin flip

• Research access like 
this is a rarity



Risks when using AI to make consequential decisions
Sometimes they just don’t work



AI Snake Oil
Why consequential decisions about the future are hard to automate

★ Arvind Narayanan and Sayash Kapoor: AI Snake Oil
○ AI is rapidly improving at perception (recognizing faces, voices) and generating 

text/images, but not at predicting human behavior or social outcomes or at 
performing tasks where human judgments vary widely

○ Example: Determining the best candidate for a job involves both predicting social 
outcomes (“fit”) and widely varying human judgments (recruiters frequently disagree 
on best candidates)

★ This is because ADSs look for correlation rather than causation

○ It’s often easier for an AI system to pick up on patterns that relate to our society’s 
biases as it is for it to pick up on the things that actually matter in predicting who will 
be a good employee, tenant, student, etc

★ Fortunately, these predictive ADS are precisely what Colorado’s AI Law targets



The Need for Transparency
…with broad definitions and without loopholes

(1) Consumers and regulators often do not know which companies are using automated decision 
systems (ADSs), much less how those companies are using them.

(1) Companies have strong incentives to keep ADS use hidden--both to maintain their information 
advantage and to avoid regulatory scrutiny under civil rights and consumer protection laws
(and, if it’s ineffective, to keep the outside world from finding out)

(1) Consequently, companies are likely to take advantage of any narrow definitions or other 
loopholes in ADS laws that give them discretion to wiggle out of ADS disclosure requirements 
which would allow companies to ignore such laws.

(1) The only way to avoid this policy failure is to include ironclad disclosure obligations 
backed by strong, loophole-free enforcement provisions that prevent ADS developers 
and deployers from using their information advantage to avoid accountability.



A cautionary tale: NYC’s AI Hiring Ordinance

★ NYC passed a hiring ADS ordinance that went into effect last year--but a detailed study by 
academic and public interest researchers showed that companies have almost totally ignored it

★ Problem is that the ordinance applies to only to ADSs that effectively replace human decision-
making or otherwise dominate the decision process (combined with weak enforcement)

★ The law’s standard basically allows companies to decide for themselves whether their ADS use 
triggers the law’s disclosure requirements

○ Employers might say that ADS output is one factor among many and that humans have final 
say--even if, in reality, the hiring managers are actually just rubber stamping or deferring to 
ADS “recommendations.”

○ Remember: outsiders usually have no way of knowing whether a company is using an ADS 
unless the company tells the outside world

★ Note that trade secret exemptions create a similar loophole



Example
Cigna’s secret automated rejection of insurance claims



The Bottom Line

★ Failing to pair strong transparency with strong definitions creates a 
catch-22: Once a company decides that it needn’t disclose an ADS’s 
existence, the outside world may not even be aware of it. Thus, no 
one will be able to challenge the company’s behind-closed-doors 
determination that the ADS is exempt from disclosure.

★ Provisions that give companies discretion in deciding whether and 
what to disclose is thus tantamount to giving companies the 
unilateral ability to opt out of complying with ADS laws (same if 
enforcement provisions aren’t strong enough to compel 
compliance)



Colorado AI Act (SB 24-205)
The things we like

★ Broad definition of covered systems, making it harder for companies to evade the law;
★ Direct, proactive notice to consumers subjected to AI-driven decisions about the purpose of the 

system and the role it plays in the decision process;
★ Impact assessments that test AI decision systems for discrimination risks and document the AI 

decision system’s purpose, intended uses, data used and produced, performance, and post-
deployment monitoring;

★ A right to an explanation of the principal reasons behind decisions and a right to appeal such 
decisions to a human decision-maker; and

★ Giving the Attorney General authority to issue rules interpreting and clarifying the law.
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The things we like

★ Broad definition of covered systems, making it harder for companies to evade the law;
○ If the use of the system could alter a decision, companies must disclose it. Helps avoid the 

NYC issue.
★ Direct, proactive notice to consumers subjected to AI-driven decisions about the purpose of the 

system and the role it plays in the decision process;
○ But--more is needed.

★ Impact assessments that test AI decision systems for discrimination risks and document the AI 
decision system’s purpose, intended uses, data used and produced, performance, and post-
deployment monitoring;

★ A right to an explanation of the principal reasons behind decisions and a right to appeal such 
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Colorado AI Act (SB 24-205)
The things that need to get better

★ Building on existing civil rights protections by prohibiting the sale or use of discriminatory AI 
decision systems;

★ Expanding the law’s transparency provisions so that consumers understand why companies are 
using AI decision systems and what these tools measure and how, including requiring 
explanations to be actionable;

★ Strengthening impact assessment provisions to require companies to test AI decision systems 
for validity and the risk that they violate consumer protection, labor, civil rights, and other laws;

★ Eliminating the many loopholes that exclude numerous consumers, workers, and companies 
from the law’s protections and obligations; and

★ Strengthening enforcement by giving consumers and local district attorneys the right to seek 
redress in court when companies fail to comply with the law.
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Colorado AI Act (SB 24-205)
The things that need to get better

★ Building on existing civil rights protections by prohibiting the sale or use of discriminatory AI 
decision systems;

★ The AI Law currently creates only a duty of care

★ But the country’s – and Colorado’s – approach to discrimination is to prohibit it, regardless of 
whether “care” was taken to prevent it. 

○ The Supreme Court said 50 years ago that there is no intent requirement for discrimination

★ Having a mere “duty of care” sends a signal that ADSs are somehow going to be held to a laxer 
standard for discrimination--precisely the wrong message since a single biased AI system could 
violate the rights of thousands (or millions) of consumers and workers



Colorado AI Act (SB 24-205)
The things that need to get better

★ Expanding the law’s transparency provisions so that consumers understand why companies are 
using AI decision systems and what these tools measure and how;

★ Right now, the notice that consumers and workers receive is very barebones, and the language 
leaves lots of rooms for companies to provide notice that fails to tell consumers how AI systems 
will make their decisions/recommendations

★ Upfront description should include:
○ The things the ADS will measure or assess;
○ How it will measure/assess them;
○ How those things are relevant to the consequential decision; and
○ The respective roles of the ADS and humans in the decision-making process.

★ This improved upfront notice is especially essential for individuals with disabilities

★ This is all information that ADS vendors routinely provide to prospective clients (deployers)



Colorado AI Act (SB 24-205)
The things that need to get better

★ …including requiring explanations to be actionable;

★ Explanations should be required to be actionable when possible, similar to explanations in credit 
denials

○ Those tell consumers what specifically led to the credit denial, which effectively tells 
consumers what steps they could have taken--or might take in the future--that might have 
secured a different decision (credit card balances, missed payments, etc)

★ If the decision cannot be explained in this manner, then companies should not be allowed to use 
the system.



Bottom line

★ Prohibit discrimination

★ Transparency provisions must be specific, 
accurate, and user friendly

★ Robust enforcement key for compliance 
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