SENATE BILL 24-205

BY SENATOR(S) Rodriguez, Cutter, Michaelson Jenet, Priola, Winter F., Fenberg;
also REPRESENTATIVE(S) Titone and Rutinel, Duran.

CONCERNING CONSUMER PROTECTIONS IN INTERACTIONS WITH ARTIFICIAL INTELLIGENCE SYSTEMS.

Be it enacted by the General Assembly of the State of Colorado:

SECTION 1. In Colorado Revised Statutes, add part 17 to article 1 of title 6 as follows:

PART 17
ARTIFICIAL INTELLIGENCE

6-1-1701. Definitions. As used in this part 17, unless the context otherwise requires:

(1) (a) "Algorithmic Discrimination" means any condition in which the use of an artificial intelligence system results in an unlawful differential treatment or impact that disfavors an individual or group of individuals on the basis of their actual or
PERCEIVED AGE, COLOR, DISABILITY, ETHNICITY, GENETIC INFORMATION, LIMITED PROFICIENCY IN THE ENGLISH LANGUAGE, NATIONAL ORIGIN, RACE, RELIGION, REPRODUCTIVE HEALTH, SEX, VETERAN STATUS, OR OTHER CLASSIFICATION PROTECTED UNDER THE LAWS OF THIS STATE OR FEDERAL LAW.

(b) "ALGORITHMIC DISCRIMINATION" DOES NOT INCLUDE:

(I) THE OFFER, LICENSE, OR USE OF A HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM BY A DEVELOPER OR DEPLOYER FOR THE SOLE PURPOSE OF:

(A) THE DEVELOPER'S OR DEPLOYER'S SELF-TESTING TO IDENTIFY, MITIGATE, OR PREVENT DISCRIMINATION OR OTHERWISE ENSURE COMPLIANCE WITH STATE AND FEDERAL LAW; OR

(B) EXPANDING AN APPLICANT, CUSTOMER, OR PARTICIPANT POOL TO INCREASE DIVERSITY OR REDRESS HISTORICAL DISCRIMINATION; OR

(II) AN ACT OR OMISSION BY OR ON BEHALF OF A PRIVATE CLUB OR OTHER ESTABLISHMENT THAT IS NOT IN FACT OPEN TO THE PUBLIC, AS SET FORTH IN TITLE II OF THE FEDERAL "CIVIL RIGHTS ACT OF 1964", 42 U.S.C. SEC. 2000a (e), AS AMENDED.

(2) "ARTIFICIAL INTELLIGENCE SYSTEM" MEANS ANY MACHINE-BASED SYSTEM THAT, FOR ANY EXPLICIT OR IMPLICIT OBJECTIVE, INFERS FROM THE INPUTS THE SYSTEM RECEIVES HOW TO GENERATE OUTPUTS, INCLUDING CONTENT, DECISIONS, PREDICTIONS, OR RECOMMENDATIONS, THAT CAN INFLUENCE PHYSICAL OR VIRTUAL ENVIRONMENTS.

(3) "CONSEQUENTIAL DECISION" MEANS A DECISION THAT HAS A MATERIAL LEGAL OR SIMILARLY SIGNIFICANT EFFECT ON THE PROVISION OR DENIAL TO ANY CONSUMER OF, OR THE COST OR TERMS OF:

(a) EDUCATION ENROLLMENT OR AN EDUCATION OPPORTUNITY;

(b) EMPLOYMENT OR AN EMPLOYMENT OPPORTUNITY;

(c) A FINANCIAL OR LENDING SERVICE;
(d) AN ESSENTIAL GOVERNMENT SERVICE;

(e) HEALTH-CARE SERVICES;

(f) HOUSING;

(g) INSURANCE; OR

(h) A LEGAL SERVICE.

(4) "CONSUMER" MEANS AN INDIVIDUAL WHO IS A COLORADO RESIDENT.

(5) "DEPLOY" MEANS TO USE A HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM.

(6) "DEPLOYER" MEANS A PERSON DOING BUSINESS IN THIS STATE THAT DEPLOYS A HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM.

(7) "DEVELOPER" MEANS A PERSON DOING BUSINESS IN THIS STATE THAT DEVELOPS OR INTENTIONALLY AND SUBSTANTIALLY MODIFIES AN ARTIFICIAL INTELLIGENCE SYSTEM.


(9) (a) "HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM" MEANS ANY ARTIFICIAL INTELLIGENCE SYSTEM THAT, WHEN DEPLOYED, MAKES, OR IS A SUBSTANTIAL FACTOR IN MAKING, A CONSEQUENTIAL DECISION.

(b) "HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM" DOES NOT INCLUDE:

(1) AN ARTIFICIAL INTELLIGENCE SYSTEM IF THE ARTIFICIAL INTELLIGENCE SYSTEM IS INTENDED TO:

(A) PERFORM A NARROW PROCEDURAL TASK; OR

(B) DETECT DECISION-MAKING PATTERNS OR DEVIATIONS FROM PRIOR DECISION-MAKING PATTERNS AND IS NOT INTENDED TO REPLACE OR
INFLUENCE A PREVIOUSLY COMPLETED HUMAN ASSESSMENT WITHOUT SUFFICIENT HUMAN REVIEW; OR

(II) THE FOLLOWING TECHNOLOGIES, UNLESS THE TECHNOLOGIES, WHEN DEPLOYED, MAKE, OR ARE A SUBSTANTIAL FACTOR IN MAKING, A CONSEQUENTIAL DECISION:

(A) ANTI-FRAUD TECHNOLOGY THAT DOES NOT USE FACIAL RECOGNITION TECHNOLOGY;

(B) ANTI-MALWARE;

(C) ANTI-VIRUS;

(D) ARTIFICIAL INTELLIGENCE-ENABLED VIDEO GAMES;

(E) CALCULATORS;

(F) CYBERSECURITY;

(G) DATABASES;

(H) DATA STORAGE;

(I) FIREWALL;

(J) INTERNET DOMAIN REGISTRATION;

(K) INTERNET WEBSITE LOADING;

(L) NETWORKING;

(M) SPAM- AND ROBOCALL-FILTERING;

(N) SPELL-CHECKING;

(O) SPREADSHEETS;

(P) WEB CACHING;
(Q) Web hosting or any similar technology; or

(R) Technology that communicates with consumers in natural language for the purpose of providing users with information, making referrals or recommendations, and answering questions and is subject to an accepted use policy that prohibits generating content that is discriminatory or harmful.

(10) (a) "Intentional and substantial modification" or "intentionally and substantially modifies" means a deliberate change made to an artificial intelligence system that results in any new reasonably foreseeable risk of algorithmic discrimination.

(b) "Intentional and substantial modification" or "intentionally and substantially modifies" does not include a change made to a high-risk artificial intelligence system, or the performance of a high-risk artificial intelligence system, if:

(I) The high-risk artificial intelligence system continues to learn after the high-risk artificial intelligence system is:

(A) Offered, sold, leased, licensed, given, or otherwise made available to a deployer; or

(B) Deployed;

(II) The change is made to the high-risk artificial intelligence system as a result of any learning described in subsection (10)(b)(I) of this section;

(III) The change was predetermined by the deployer, or a third party contracted by the deployer, when the deployer or third party completed an initial impact assessment of such high-risk artificial intelligence system pursuant to section 6-1-1703 (3); and

(IV) The change is included in technical documentation for the high-risk artificial intelligence system.
(11) (a) "Substantial factor" means a factor that:

(I) Assists in making a consequential decision;

(II) Is capable of altering the outcome of a consequential decision; and

(III) Is generated by an artificial intelligence system.

(b) "Substantial factor" includes any use of an artificial intelligence system to generate any content, decision, prediction, or recommendation concerning a consumer that is used as a basis to make a consequential decision concerning the consumer.

(12) "Trade secret" has the meaning set forth in section 7-74-102 (4).

6-1-1702. Developer duty to avoid algorithmic discrimination - required documentation. (1) On and after February 1, 2026, a developer of a high-risk artificial intelligence system shall use reasonable care to protect consumers from any known or reasonably foreseeable risks of algorithmic discrimination arising from the intended and contracted uses of the high-risk artificial intelligence system. In any enforcement action brought on or after February 1, 2026, by the attorney general pursuant to section 6-1-1706, there is a rebuttable presumption that a developer used reasonable care as required under this section if the developer complied with this section and any additional requirements or obligations as set forth in rules promulgated by the attorney general pursuant to section 6-1-1707.

(2) On and after February 1, 2026, and except as provided in subsection (6) of this section, a developer of a high-risk artificial intelligence system shall make available to the deployer or other developer of the high-risk artificial intelligence system:

(a) A general statement describing the reasonably foreseeable uses and known harmful or inappropriate uses of the high-risk artificial intelligence system;
(b) DOCUMENTATION DISCLOSING:

(I) HIGH-LEVEL SUMMARIES OF THE TYPE OF DATA USED TO TRAIN THE HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM;

(II) KNOWN OR REASONABLY FORESEEABLE LIMITATIONS OF THE HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM, INCLUDING KNOWN OR REASONABLY FORESEEABLE RISKS OF ALGORITHMIC DISCRIMINATION ARISING FROM THE INTENDED USES OF THE HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM;

(III) THE PURPOSE OF THE HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM;

(IV) THE INTENDED BENEFITS AND USES OF THE HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM; AND

(V) ALL OTHER INFORMATION NECESSARY TO ALLOW THE DEPLOYER TO COMPLY WITH THE REQUIREMENTS OF SECTION 6-1-1703;

(c) DOCUMENTATION DESCRIBING:

(I) HOW THE HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM WAS EVALUATED FOR PERFORMANCE AND MITIGATION OF ALGORITHMIC DISCRIMINATION BEFORE THE HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM WAS OFFERED, SOLD, LEASED, LICENSED, GIVEN, OR OTHERWISE MADE AVAILABLE TO THE DEPLOYER;

(II) THE DATA GOVERNANCE MEASURES USED TO COVER THE TRAINING DATASETS AND THE MEASURES USED TO EXAMINE THE SUITABILITY OF DATA SOURCES, POSSIBLE BIASES, AND APPROPRIATE MITIGATION;

(III) THE INTENDED OUTPUTS OF THE HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM;

(IV) THE MEASURES THE DEVELOPER HAS TAKEN TO MITIGATE KNOWN OR REASONABLY FORESEEABLE RISKS OF ALGORITHMIC DISCRIMINATION THAT MAY ARISE FROM THE REASONABLY FORESEEABLE DEPLOYMENT OF THE HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM; AND
(V) How the high-risk artificial intelligence system should be used, not be used, and be monitored by an individual when the high-risk artificial intelligence system is used to make, or is a substantial factor in making, a consequential decision; and

(d) Any additional documentation that is reasonably necessary to assist the deployer in understanding the outputs and monitor the performance of the high-risk artificial intelligence system for risks of algorithmic discrimination.

(3) (a) Except as provided in subsection (6) of this section, a developer that offers, sells, leases, licenses, gives, or otherwise makes available to a deployer or other developer a high-risk artificial intelligence system on or after February 1, 2026, shall make available to the deployer or other developer, to the extent feasible, the documentation and information, through artifacts such as model cards, dataset cards, or other impact assessments, necessary for a deployer, or for a third party contracted by a deployer, to complete an impact assessment pursuant to section 6-1-1703 (3).

(b) A developer that also serves as a deployer for a high-risk artificial intelligence system is not required to generate the documentation required by this section unless the high-risk artificial intelligence system is provided to an unaffiliated entity acting as a deployer.

(4) (a) On and after February 1, 2026, a developer shall make available, in a manner that is clear and readily available on the developer's website or in a public use case inventory, a statement summarizing:

(I) The types of high-risk artificial intelligence systems that the developer has developed or intentionally and substantially modified and currently makes available to a deployer or other developer; and

(II) How the developer manages known or reasonably foreseeable risks of algorithmic discrimination that may arise from the development or intentional and substantial modification
OF THE TYPES OF HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEMS DESCRIBED IN ACCORDANCE WITH SUBSECTION (4)(a)(I) OF THIS SECTION.

(b) A DEVELOPER SHALL UPDATE THE STATEMENT DESCRIBED IN SUBSECTION (4)(a) OF THIS SECTION:

(I) AS NECESSARY TO ENSURE THAT THE STATEMENT REMAINS ACCURATE; AND

(II) NO LATER THAN NINETY DAYS AFTER THE DEVELOPER INTENTIONALLY AND SUBSTANTIALLY MODIFIES ANY HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM DESCRIBED IN SUBSECTION (4)(a)(I) OF THIS SECTION.

(5) ON AND AFTER FEBRUARY 1, 2026, A DEVELOPER OF A HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM SHALL DISCLOSE TO THE ATTORNEY GENERAL, IN A FORM AND MANNER PRESCRIBED BY THE ATTORNEY GENERAL, AND TO ALL KNOWN DEPLOYERS OR OTHER DEVELOPERS OF THE HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM, ANY KNOWN OR REASONABLY FORESEEABLE RISKS OF ALGORITHMIC DISCRIMINATION ARISING FROM THE INTENDED USES OF THE HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM WITHOUT UNREASONABLE DELAY BUT NO LATER THAN NINETY DAYS AFTER THE DATE ON WHICH:

(a) THE DEVELOPER DISCOVERS THROUGH THE DEVELOPER'S ONGOING TESTING AND ANALYSIS THAT THE DEVELOPER'S HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM HAS BEEN DEPLOYED AND HAS CAUSED OR IS REASONABLY LIKELY TO HAVE CAUSED ALGORITHMIC DISCRIMINATION; OR

(b) THE DEVELOPER RECEIVES FROM A DEPLOYER A CREDIBLE REPORT THAT THE HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM HAS BEEN DEPLOYED AND HAS CAUSED ALGORITHMIC DISCRIMINATION.

(6) NOTHING IN SUBSECTIONS (2) TO (5) OF THIS SECTION REQUIRES A DEVELOPER TO DISCLOSE A TRADE SECRET, INFORMATION PROTECTED FROM DISCLOSURE BY STATE OR FEDERAL LAW, OR INFORMATION THAT WOULD CREATE A SECURITY RISK TO THE DEVELOPER.

(7) ON AND AFTER FEBRUARY 1, 2026, THE ATTORNEY GENERAL MAY REQUIRE THAT A DEVELOPER DISCLOSE TO THE ATTORNEY GENERAL, NO LATER THAN NINETY DAYS AFTER THE REQUEST AND IN A FORM AND MANNER
PRESCRIBED BY THE ATTORNEY GENERAL, THE STATEMENT OR DOCUMENTATION DESCRIBED IN SUBSECTION (2) OF THIS SECTION. THE ATTORNEY GENERAL MAY EVALUATE SUCH STATEMENT OR DOCUMENTATION TO ENSURE COMPLIANCE WITH THIS PART 17, AND THE STATEMENT OR DOCUMENTATION IS NOT SUBJECT TO DISCLOSURE UNDER THE "COLORADO OPEN RECORDS ACT", PART 2 OF ARTICLE 72 OF TITLE 24. IN A DISCLOSURE PURSUANT TO THIS SUBSECTION (7), A DEVELOPER MAY DESIGNATE THE STATEMENT OR DOCUMENTATION AS INCLUDING PROPRIETARY INFORMATION OR A TRADE SECRET. TO THE EXTENT THAT ANY INFORMATION CONTAINED IN THE STATEMENT OR DOCUMENTATION INCLUDES INFORMATION SUBJECT TO ATTORNEY-CLIENT PRIVILEGE OR WORK-PRODUCT PROTECTION, THE DISCLOSURE DOES NOT CONSTITUTE A WAIVER OF THE PRIVILEGE OR PROTECTION.

6-1-1703. Deployer duty to avoid algorithmic discrimination - risk management policy and program. (1) On and after February 1, 2026, a deployer of a high-risk artificial intelligence system shall use reasonable care to protect consumers from any known or reasonably foreseeable risks of algorithmic discrimination. In any enforcement action brought on or after February 1, 2026, by the attorney general pursuant to section 6-1-1706, there is a rebuttable presumption that a deployer of a high-risk artificial intelligence system used reasonable care as required under this section if the deployer complied with this section and any additional requirements or obligations as set forth in rules promulgated by the attorney general pursuant to section 6-1-1707.

(2) (a) On and after February 1, 2026, and except as provided in subsection (6) of this section, a deployer of a high-risk artificial intelligence system shall implement a risk management policy and program to govern the deployer's deployment of the high-risk artificial intelligence system. The risk management policy and program must specify and incorporate the principles, processes, and personnel that the deployer uses to identify, document, and mitigate known or reasonably foreseeable risks of algorithmic discrimination. The risk management policy and program must be an iterative process planned, implemented, and regularly and systematically reviewed and updated over the life cycle of a high-risk artificial intelligence system, requiring regular,
SYSTEMATIC REVIEW AND UPDATES. A RISK MANAGEMENT POLICY AND PROGRAM IMPLEMENTED AND MAINTAINED PURSUANT TO THIS SUBSECTION (2) MUST BE REASONABLE CONSIDERING:

(I) (A) The guidance and standards set forth in the latest version of the "Artificial Intelligence Risk Management Framework" published by the National Institute of Standards and Technology in the United States Department of Commerce, Standard ISO/IEC 42001 of the International Organization for Standardization, or another nationally or internationally recognized risk management framework for artificial intelligence systems, if the standards are substantially equivalent to or more stringent than the requirements of this Part 17; or

(B) Any risk management framework for artificial intelligence systems that the Attorney General, in the Attorney General's discretion, may designate;

(II) The size and complexity of the deployer;

(III) The nature and scope of the high-risk artificial intelligence systems deployed by the deployer, including the intended uses of the high-risk artificial intelligence systems; and

(IV) The sensitivity and volume of data processed in connection with the high-risk artificial intelligence systems deployed by the deployer.

(b) A risk management policy and program implemented pursuant to subsection (2)(a) of this section may cover multiple high-risk artificial intelligence systems deployed by the deployer.

(3) (a) Except as provided in subsections (3)(d), (3)(e), and (6) of this section:

(I) A deployer, or a third party contracted by the deployer, that deploys a high-risk artificial intelligence system on or after February 1, 2026, shall complete an impact assessment for the high-risk artificial intelligence system; and
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(II) On and after February 1, 2026, a deployer, or a third party contracted by the deployer, shall complete an impact assessment for a deployed high-risk artificial intelligence system at least annually and within ninety days after any intentional and substantial modification to the high-risk artificial intelligence system is made available.

(b) An impact assessment completed pursuant to this subsection (3) must include, at a minimum, and to the extent reasonably known by or available to the deployer:

(I) A statement by the deployer disclosing the purpose, intended use cases, and deployment context of, and benefits afforded by, the high-risk artificial intelligence system;

(II) An analysis of whether the deployment of the high-risk artificial intelligence system poses any known or reasonably foreseeable risks of algorithmic discrimination and, if so, the nature of the algorithmic discrimination and the steps that have been taken to mitigate the risks;

(III) A description of the categories of data the high-risk artificial intelligence system processes as inputs and the outputs the high-risk artificial intelligence system produces;

(IV) If the deployer used data to customize the high-risk artificial intelligence system, an overview of the categories of data the deployer used to customize the high-risk artificial intelligence system;

(V) Any metrics used to evaluate the performance and known limitations of the high-risk artificial intelligence system;

(VI) A description of any transparency measures taken concerning the high-risk artificial intelligence system, including any measures taken to disclose to a consumer that the high-risk artificial intelligence system is in use when the high-risk artificial intelligence system is in use; and

(VII) A description of the post-deployment monitoring and
USER SAFEGUARDS PROVIDED CONCERNING THE HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM, INCLUDING THE OVERSIGHT, USE, AND LEARNING PROCESS ESTABLISHED BY THE DEPLOYER TO ADDRESS ISSUES ARISING FROM THE DEPLOYMENT OF THE HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM.

(c) In addition to the information required under subsection (3)(b) of this section, an impact assessment completed pursuant to this subsection (3) following an intentional and substantial modification to a high-risk artificial intelligence system on or after February 1, 2026, must include a statement disclosing the extent to which the high-risk artificial intelligence system was used in a manner that was consistent with, or varied from, the developer's intended uses of the high-risk artificial intelligence system.

(d) A single impact assessment may address a comparable set of high-risk artificial intelligence systems deployed by a deployer.

(e) If a deployer, or a third party contracted by the deployer, completes an impact assessment for the purpose of complying with another applicable law or regulation, the impact assessment satisfies the requirements established in this subsection (3) if the impact assessment is reasonably similar in scope and effect to the impact assessment that would otherwise be completed pursuant to this subsection (3).

(f) A deployer shall maintain the most recently completed impact assessment for a high-risk artificial intelligence system as required under this subsection (3), all records concerning each impact assessment, and all prior impact assessments, if any, for at least three years following the final deployment of the high-risk artificial intelligence system.

(g) On or before February 1, 2026, and at least annually thereafter, a deployer, or a third party contracted by the deployer, must review the deployment of each high-risk artificial intelligence system deployed by the deployer to ensure that the high-risk artificial intelligence system is not causing algorithmic discrimination.
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(4) (a) On and after February 1, 2026, and no later than the time that a deployer deploys a high-risk artificial intelligence system to make, or be a substantial factor in making, a consequential decision concerning a consumer, the deployer shall:

(I) Notify the consumer that the deployer has deployed a high-risk artificial intelligence system to make, or be a substantial factor in making, a consequential decision before the decision is made;

(II) Provide to the consumer a statement disclosing the purpose of the high-risk artificial intelligence system and the nature of the consequential decision; the contact information for the deployer; a description, in plain language, of the high-risk artificial intelligence system; and instructions on how to access the statement required by subsection (5)(a) of this section; and

(III) Provide to the consumer information, if applicable, regarding the consumer's right to opt out of the processing of personal data concerning the consumer for purposes of profiling in furtherance of decisions that produce legal or similarly significant effects concerning the consumer under Section 6-1-1306 (1)(a)(I)(C).

(b) On and after February 1, 2026, a deployer that has deployed a high-risk artificial intelligence system to make, or be a substantial factor in making, a consequential decision concerning a consumer shall, if the consequential decision is adverse to the consumer, provide to the consumer:

(I) A statement disclosing the principal reason or reasons for the consequential decision, including:

(A) The degree to which, and manner in which, the high-risk artificial intelligence system contributed to the consequential decision;

(B) The type of data that was processed by the high-risk artificial intelligence system in making the consequential
DECISION; AND

(C) The source or sources of the data described in subsection (4)(b)(I)(B) of this section;

(II) An opportunity to correct any incorrect personal data that the high-risk artificial intelligence system processed in making, or as a substantial factor in making, the consequential decision; and

(III) An opportunity to appeal an adverse consequential decision concerning the consumer arising from the deployment of a high-risk artificial intelligence system, which appeal must, if technically feasible, allow for human review unless providing the opportunity for appeal is not in the best interest of the consumer, including in instances in which any delay might pose a risk to the life or safety of such consumer.

(c) (I) Except as provided in subsection (4)(c)(II) of this section, a deployer shall provide the notice, statement, contact information, and description required by subsections (4)(a) and (4)(b) of this section:

(A) Directly to the consumer;

(B) In plain language;

(C) In all languages in which the deployer, in the ordinary course of the deployer's business, provides contracts, disclaimers, sale announcements, and other information to consumers; and

(D) In a format that is accessible to consumers with disabilities.

(II) If the deployer is unable to provide the notice, statement, contact information, and description required by subsections (4)(a) and (4)(b) of this section directly to the consumer, the deployer shall make the notice, statement, contact information, and description available in a manner that is reasonably calculated to ensure that the consumer receives the
NOTICE, STATEMENT, CONTACT INFORMATION, AND DESCRIPTION.

(5) (a) On and after February 1, 2026, and except as provided in subsection (6) of this section, a deployer shall make available, in a manner that is clear and readily available on the deployer's website, a statement summarizing:

(I) The types of high-risk artificial intelligence systems that are currently deployed by the deployer;

(II) How the deployer manages known or reasonably foreseeable risks of algorithmic discrimination that may arise from the deployment of each high-risk artificial intelligence system described pursuant to subsection (5)(a)(I) of this section; and

(III) In detail, the nature, source, and extent of the information collected and used by the deployer.

(b) A deployer shall periodically update the statement described in subsection (5)(a) of this section.

(6) Subsections (2), (3), and (5) of this section do not apply to a deployer if, at the time the deployer deploys a high-risk artificial intelligence system and at all times while the high-risk artificial intelligence system is deployed:

(a) The deployer:

(I) Employs fewer than fifty full-time equivalent employees; and

(II) Does not use the deployer's own data to train the high-risk artificial intelligence system;

(b) The high-risk artificial intelligence system:

(I) Is used for the intended uses that are disclosed to the deployer as required by section 6-1-1702 (2)(a); and

PAGE 16 - SENATE BILL 24-205
(II) CONTINUES LEARNING BASED ON DATA DERIVED FROM SOURCES OTHER THAN THE DEPLOYER'S OWN DATA; AND

(c) THE DEPLOYER MAKES AVAILABLE TO CONSUMERS ANY IMPACT ASSESSMENT THAT:

(I) THE DEVELOPER OF THE HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM HAS COMPLETED AND PROVIDED TO THE DEPLOYER; AND

(II) INCLUDES INFORMATION THAT IS SUBSTANTIALLY SIMILAR TO THE INFORMATION IN THE IMPACT ASSESSMENT REQUIRED UNDER SUBSECTION (3)(b) OF THIS SECTION.

(7) IF A DEPLOYER DEPLOYS A HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM ON OR AFTER FEBRUARY 1, 2026, AND SUBSEQUENTLY DISCOVERS THAT THE HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM HAS CAUSED ALGORITHMIC DISCRIMINATION, THE DEPLOYER, WITHOUT UNREASONABLE DELAY, BUT NO LATER THAN NINETY DAYS AFTER THE DATE OF THE DISCOVERY, SHALL SEND TO THE ATTORNEY GENERAL, IN A FORM AND MANNER PRESCRIBED BY THE ATTORNEY GENERAL, A NOTICE DISCLOSING THE DISCOVERY.

(8) NOTHING IN SUBSECTIONS (2) TO (5) AND (7) OF THIS SECTION REQUIRES A DEPLOYER TO DISCLOSE A TRADE SECRET OR INFORMATION PROTECTED FROM DISCLOSURE BY STATE OR FEDERAL LAW. TO THE EXTENT THAT A DEPLOYER WITHHOLDS INFORMATION PURSUANT TO THIS SUBSECTION (8) OR SECTION 6-1-1705 (5), THE DEPLOYER SHALL NOTIFY THE CONSUMER AND PROVIDE A BASIS FOR THE WITHHOLDING.

(9) ON AND AFTER FEBRUARY 1, 2026, THE ATTORNEY GENERAL MAY REQUIRE THAT A DEPLOYER, OR A THIRD PARTY CONTRACTED BY THE DEPLOYER, DISCLOSE TO THE ATTORNEY GENERAL, NO LATER THAN NINETY DAYS AFTER THE REQUEST AND IN A FORM AND MANNER PRESCRIBED BY THE ATTORNEY GENERAL, THE RISK MANAGEMENT POLICY IMPLEMENTED PURSUANT TO SUBSECTION (2) OF THIS SECTION, THE IMPACT ASSESSMENT COMPLETED PURSUANT TO SUBSECTION (3) OF THIS SECTION, OR THE RECORDS MAINTAINED PURSUANT TO SUBSECTION (3)(f) OF THIS SECTION. THE ATTORNEY GENERAL MAY EVALUATE THE RISK MANAGEMENT POLICY, IMPACT ASSESSMENT, OR RECORDS TO ENSURE COMPLIANCE WITH THIS PART 17, AND THE RISK MANAGEMENT POLICY, IMPACT ASSESSMENT, AND
records are not subject to disclosure under the "Colorado Open Records Act", part 2 of article 72 of title 24. In a disclosure pursuant to this subsection (9), a deployer may designate the statement or documentation as including proprietary information or a trade secret. To the extent that any information contained in the risk management policy, impact assessment, or records include information subject to attorney-client privilege or work-product protection, the disclosure does not constitute a waiver of the privilege or protection.

6-1-1704. Disclosure of an artificial intelligence system to consumer. (1) On and after February 1, 2026, and except as provided in subsection (2) of this section, a deployer or other developer that deploys, offers, sells, leases, licenses, gives, or otherwise makes available an artificial intelligence system that is intended to interact with consumers shall ensure the disclosure to each consumer who interacts with the artificial intelligence system that the consumer is interacting with an artificial intelligence system.

(2) Disclosure is not required under subsection (1) of this section under circumstances in which it would be obvious to a reasonable person that the person is interacting with an artificial intelligence system.

6-1-1705. Compliance with other legal obligations - definitions. (1) Nothing in this part 17 restricts a developer's, a deployer's, or other person's ability to:

(a) Comply with federal, state, or municipal laws, ordinances, or regulations;

(b) Comply with a civil, criminal, or regulatory inquiry, investigation, subpoena, or summons by a federal, a state, a municipal, or other governmental authority;

(c) Cooperate with a law enforcement agency concerning conduct or activity that the developer, deployer, or other person reasonably and in good faith believes may violate federal, state, or municipal laws, ordinances, or regulations;
(d) Investigate, establish, exercise, prepare for, or defend legal claims;

(e) Take immediate steps to protect an interest that is essential for the life or physical safety of a consumer or another individual;

(f) By any means other than the use of facial recognition technology, prevent, detect, protect against, or respond to security incidents, identity theft, fraud, harassment, malicious or deceptive activities, or illegal activity; investigate, report, or prosecute the persons responsible for any such action; or preserve the integrity or security of systems;

(g) Engage in public or peer-reviewed scientific or statistical research in the public interest that adheres to all other applicable ethics and privacy laws and is conducted in accordance with 45 CFR 46, as amended, or relevant requirements established by the Federal Food and Drug Administration;

(h) Conduct research, testing, and development activities regarding an artificial intelligence system or model, other than testing conducted under real-world conditions, before the artificial intelligence system or model is placed on the market, deployed, or put into service, as applicable; or

(i) Assist another developer, deployer, or other person with any of the obligations imposed under this Part 17.

(2) The obligations imposed on developers, deployers, or other persons under this Part 17 do not restrict a developer's, a deployer's, or other person's ability to:

(a) Effectuate a product recall; or

(b) Identify and repair technical errors that impair existing or intended functionality.

(3) The obligations imposed on developers, deployers, or other persons under this Part 17 do not apply where compliance
WITH THIS PART 17 BY THE DEVELOPER, DEPLOYER, OR OTHER PERSON WOULD VIOLATE AN EVIDENTIARY PRIVILEGE UNDER THE LAWS OF THIS STATE.

(4) NOTHING IN THIS PART 17 IMPOSES ANY OBLIGATION ON A DEVELOPER, A DEPLOYER, OR OTHER PERSON THAT ADVERSELY AFFECTS THE RIGHTS OR FREEDOMS OF A PERSON, INCLUDING THE RIGHTS OF A PERSON TO FREEDOM OF SPEECH OR FREEDOM OF THE PRESS THAT ARE GUARANTEED IN:

(a) THE FIRST AMENDMENT TO THE UNITED STATES CONSTITUTION;

(b) SECTION 10 OF ARTICLE II OF THE STATE CONSTITUTION.

(5) NOTHING IN THIS PART 17 APPLIES TO A DEVELOPER, A DEPLOYER, OR OTHER PERSON:

(a) INsofar as the developer, deployer, or other person develops, deploys, puts into service, or intentionally and substantially modifies, as applicable, a high-risk artificial intelligence system:

(I) THAT HAS BEEN APPROVED, AUTHORIZED, CERTIFIED, CLEARED, DEVELOPED, OR GRANTED BY A FEDERAL AGENCY, SUCH AS THE FEDERAL FOOD AND DRUG ADMINISTRATION OR THE FEDERAL AVIATION ADMINISTRATION, ACTING WITHIN THE SCOPE OF THE FEDERAL AGENCY'S AUTHORITY, OR BY A REGULATED ENTITY SUBJECT TO THE SUPERVISION AND REGULATION OF THE FEDERAL HOUSING FINANCE AGENCY; OR

(II) IN COMPLIANCE WITH STANDARDS ESTABLISHED BY A FEDERAL AGENCY, INCLUDING STANDARDS ESTABLISHED BY THE FEDERAL OFFICE OF THE NATIONAL COORDINATOR FOR HEALTH INFORMATION TECHNOLOGY, OR BY A REGULATED ENTITY SUBJECT TO THE SUPERVISION AND REGULATION OF THE FEDERAL HOUSING FINANCE AGENCY, IF THE STANDARDS ARE SUBSTANTIALLY EQUIVALENT OR MORE STRINGENT THAN THE REQUIREMENTS OF THIS PART 17;

(b) CONDUCTING RESEARCH TO SUPPORT AN APPLICATION FOR APPROVAL OR CERTIFICATION FROM A FEDERAL AGENCY, INCLUDING THE FEDERAL AVIATION ADMINISTRATION, THE FEDERAL COMMUNICATIONS PAGE 20-SENATE BILL 24-205
COMMISSION, OR THE FEDERAL FOOD AND DRUG ADMINISTRATION OR RESEARCH TO SUPPORT AN APPLICATION OTHERWISE SUBJECT TO REVIEW BY THE FEDERAL AGENCY;

(c) Performing work under, or in connection with, a contract with the United States department of commerce, the United States department of defense, or the national aeronautics and space administration, unless the developer, deployer, or other person is performing the work on a high-risk artificial intelligence system that is used to make, or is a substantial factor in making, a decision concerning employment or housing; or

(d) That is a covered entity within the meaning of the federal "Health Insurance Portability and Accountability Act of 1996", 42 U.S.C. secs. 1320d to 1320d-9, and the regulations promulgated under the federal act, as both may be amended from time to time, and is providing health-care recommendations that:

(I) Are generated by an artificial intelligence system;

(II) Require a health-care provider to take action to implement the recommendations; and

(III) Are not considered to be high risk.

(6) Nothing in this part 17 applies to any artificial intelligence system that is acquired by or for the federal government or any federal agency or department, including the United States department of commerce, the United States department of defense, or the national aeronautics and space administration, unless the artificial intelligence system is a high-risk artificial intelligence system that is used to make, or is a substantial factor in making, a decision concerning employment or housing.

(7) An insurer, as defined in section 10-1-102 (13), a fraternal benefit society, as described in section 10-14-102, or a developer of an artificial intelligence system used by an insurer is in full compliance with this part 17 if the insurer, the fraternal benefit society, or the developer is subject to the requirements of
SECTION 10-3-1104.9 AND ANY RULES ADOPTED BY THE COMMISSIONER OF INSURANCE PURSUANT TO SECTION 10-3-1104.9.

(8) (a) A BANK, OUT-OF-STATE BANK, CREDIT UNION CHARTERED BY THE STATE OF COLORADO, FEDERAL CREDIT UNION, OUT-OF-STATE CREDIT UNION, OR ANY AFFILIATE OR SUBSIDIARY THEREOF, IS IN FULL COMPLIANCE WITH THIS PART 17 IF THE BANK, OUT-OF-STATE BANK, CREDIT UNION CHARTERED BY THE STATE OF COLORADO, FEDERAL CREDIT UNION, OUT-OF-STATE CREDIT UNION, OR AFFILIATE OR SUBSIDIARY IS SUBJECT TO EXAMINATION BY A STATE OR FEDERAL PRUDENTIAL REGULATOR UNDER ANY PUBLISHED GUIDANCE OR REGULATIONS THAT APPLY TO THE USE OF HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEMS AND THE GUIDANCE OR REGULATIONS:

(I) IMPOSE REQUIREMENTS THAT ARE SUBSTANTIALLY EQUIVALENT TO OR MORE STRINGENT THAN THE REQUIREMENTS IMPOSED IN THIS PART 17; AND

(II) AT A MINIMUM, REQUIRE THE BANK, OUT-OF-STATE BANK, CREDIT UNION CHARTERED BY THE STATE OF COLORADO, FEDERAL CREDIT UNION, OUT-OF-STATE CREDIT UNION, OR AFFILIATE OR SUBSIDIARY TO:

(A) REGULARLY AUDIT THE BANK'S, OUT-OF-STATE BANK'S, CREDIT UNION CHARTERED BY THE STATE OF COLORADO'S, FEDERAL CREDIT UNION'S, OUT-OF-STATE CREDIT UNION'S, OR AFFILIATE'S OR SUBSIDIARY'S USE OF HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEMS FOR COMPLIANCE WITH STATE AND FEDERAL ANTI-DISCRIMINATION LAWS AND REGULATIONS APPLICABLE TO THE BANK, OUT-OF-STATE BANK, CREDIT UNION CHARTERED BY THE STATE OF COLORADO, FEDERAL CREDIT UNION, OUT-OF-STATE CREDIT UNION, OR AFFILIATE OR SUBSIDIARY; AND

(B) MITIGATE ANY ALGORITHMIC DISCRIMINATION CAUSED BY THE USE OF A HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM OR ANY RISK OF ALGORITHMIC DISCRIMINATION THAT IS REASONABLY FORESEEABLE AS A RESULT OF THE USE OF A HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEM.

(b) AS USED IN THIS SUBSECTION (8):

(I) "AFFILIATE" HAS THE MEANING SET FORTH IN SECTION 11-101-401 (3.5).
"Bank" has the meaning set forth in section 11-101-401 (5).

"Credit union" has the meaning set forth in section 11-30-101 (1)(a).

"Out-of-state bank" has the meaning set forth in section 11-101-401 (50).

If a developer, a deployer, or other person engages in an action pursuant to an exemption set forth in this section, the developer, deployer, or other person bears the burden of demonstrating that the action qualifies for the exemption.

6-1-1706. Enforcement by attorney general.

(1) Notwithstanding section 6-1-103, the attorney general has exclusive authority to enforce this part 17.

(2) Except as provided in subsection (3) of this section, a violation of the requirements established in this part 17 constitutes an unfair trade practice pursuant to section 6-1-105 (1)(hhhh).

(3) In any action commenced by the attorney general to enforce this part 17, it is an affirmative defense that the developer, deployer, or other person:

(a) Discovers and cures a violation of this part 17 as a result of:

(I) Feedback that the developer, deployer, or other person encourages deployers or users to provide to the developer, deployer, or other person;

(II) Adversarial testing or red teaming, as those terms are defined or used by the National Institute of Standards and Technology; or

(III) An internal review process; and
(b) IS OTHERWISE IN COMPLIANCE WITH:

(I) THE LATEST VERSION OF THE "ARTIFICIAL INTELLIGENCE RISK MANAGEMENT FRAMEWORK" PUBLISHED BY THE NATIONAL INSTITUTE OF STANDARDS AND TECHNOLOGY IN THE UNITED STATES DEPARTMENT OF COMMERCE AND STANDARD ISO/IEC 42001 OF THE INTERNATIONAL ORGANIZATION FOR STANDARDIZATION;

(II) ANOTHER NATIONALLY OR INTERNATIONALLY RECOGNIZED RISK MANAGEMENT FRAMEWORK FOR ARTIFICIAL INTELLIGENCE SYSTEMS, IF THE STANDARDS ARE SUBSTANTIALLY EQUIVALENT TO OR MORE STRINGENT THAN THE REQUIREMENTS OF THIS PART 17; OR

(III) ANY RISK MANAGEMENT FRAMEWORK FOR ARTIFICIAL INTELLIGENCE SYSTEMS THAT THE ATTORNEY GENERAL, IN THE ATTORNEY GENERAL’S DISCRETION, MAY DESIGNATE AND, IF DESIGNATED, SHALL PUBLICLY DISSEminate.

(4) A DEVELOPER, A DEPLOYER, OR OTHER PERSON BEARS THE BURDEN OF DEMONSTRATING TO THE ATTORNEY GENERAL THAT THE REQUIREMENTS ESTABLISHED IN SUBSECTION (3) OF THIS SECTION HAVE BEEN SATISFIED.

(5) NOTHING IN THIS PART 17, INCLUDING THE ENFORCEMENT AUTHORITY GRANTED TO THE ATTORNEY GENERAL UNDER THIS SECTION, PREEMPTS OR OTHERWISE AFFECTS ANY RIGHT, CLAIM, REMEDY, PRESUMPTION, OR DEFENSE AVAILABLE AT LAW OR IN EQUITY. A REBUTTABLE PRESUMPTION OR AFFIRMATIVE DEFENSE ESTABLISHED UNDER THIS PART 17 APPLIES ONLY TO AN ENFORCEMENT ACTION BROUGHT BY THE ATTORNEY GENERAL PURSUANT TO THIS SECTION AND DOES NOT APPLY TO ANY RIGHT, CLAIM, REMEDY, PRESUMPTION, OR DEFENSE AVAILABLE AT LAW OR IN EQUITY.

(6) THIS PART 17 DOES NOT PROVIDE THE BASIS FOR, AND IS NOT SUBJECT TO, A PRIVATE RIGHT OF ACTION FOR VIOLATIONS OF THIS PART 17 OR ANY OTHER LAW.

6-1-1707. Rules. (1) THE ATTORNEY GENERAL MAY PROMULGATE RULES AS NECESSARY FOR THE PURPOSE OF IMPLEMENTING AND ENFORCING THIS PART 17, INCLUDING:
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(a) The documentation and requirements for developers pursuant to section 6-1-1702 (2);

(b) The contents of and requirements for the notices and disclosures required by sections 6-1-1702 (5) and (7); 6-1-1703 (4), (5), (7), and (9); and 6-1-1704;

(c) The content and requirements of the risk management policy and program required by section 6-1-1703 (2);

(d) The content and requirements of the impact assessments required by section 6-1-1703 (3);

(e) The requirements for the rebuttable presumptions set forth in sections 6-1-1702 and 6-1-1703; and

(f) The requirements for the affirmative defense set forth in section 6-1-1706 (3), including the process by which the Attorney General will recognize any other nationally or internationally recognized risk management framework for artificial intelligence systems.

SECTION 2. In Colorado Revised Statutes, 6-1-105, add (1)(hhhh) as follows:

6-1-105. Unfair or deceptive trade practices. (1) A person engages in a deceptive trade practice when, in the course of the person's business, vocation, or occupation, the person:

(hhhh) Violates part 17 of this Article 1.

SECTION 3. Safety clause. The general assembly finds, determines, and declares that this act is necessary for the immediate preservation of the public peace, health, or safety or for appropriations for
the support and maintenance of the departments of the state and state institutions.
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